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Abstract Background and Aim: Cardiovascular disease remains a leading cause of morbidity and mortality worldwide, 
necessitating the development of accurate predictive models for early diagnosis. Therefore, this study aimed to evaluate and 
compare the performance of three machine learning models-Random Forest, Decision Tree, and K-Nearest Neighbors-in 
predicting cardiovascular disease based on key risk factors. Method: This retrospective study utilized patient data from Shar 
Hospital in Sulaimaniyah City. The dataset included demographic and clinical risk factors such as age, smoking status, diabetes, 
hypertension, and family history of cardiovascular disease. The three machine learning models were trained and tested using 
various data-splitting ratios, and their performance was assessed using accuracy, F1-score, recall, precision, and specificity. 
Statistical analysis and model validation were conducted using Python in Jupyter Notebook. Results: A total of 300 patient 
records were included in the study. The Random Forest model demonstrated the highest predictive accuracy compared to 
Decision Tree and K-Nearest Neighbors, consistently outperforming the other models across different training-testing 
configurations. Feature importance analysis revealed that age and family history were the most influential predictors of 
cardiovascular disease, whereas gender and marital status had minimal impact. The confusion matrix further confirmed the 
reliability of the Random Forest model, showing a high number of correctly classified cases with minimal false positives and 
false negatives.  Conclusions: The findings indicate that Random Forest is the most effective model for cardiovascular disease 
prediction, with strong classification performance and high accuracy. The study also highlights the importance of age and 
family history as dominant risk factors. These results support the application of machine learning in clinical settings for early 
detection and risk assessment, enabling better-informed medical interventions. 
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INTRODUCTION 
Heart disease remains the leading cause of mortality 
worldwide, accounting for 31% of all deaths globally (World 
Health Organization, 2021). Despite advancements in 
medical science, the burden of cardiovascular diseases 
continues to rise, with an estimated 23.6 million people 
projected to die from CVDs by 2030 [1]. Early detection and 
accurate prediction of heart disease risk factors are crucial 
for timely intervention and improved patient outcomes. In 
recent years, Machine Learning (ML) techniques have 
emerged as powerful tools for predictive modeling in 
healthcare, particularly in the realm of cardiovascular 
disease diagnosis [2,3]. ML algorithms can effectively 
analyze complex, high-dimensional medical data and 
uncover hidden patterns that may elude traditional statistical 
methods [4]. By leveraging the predictive capabilities of 

ML, healthcare professionals can make more informed 
decisions, stratify risk, and personalize treatment plans for 
patients at risk of heart disease.  

Among the various ML algorithms, Random Forest (RF), 
Decision Tree (DT), and K-Nearest Neighbors (KNN) have 
gained significant attention for their potential in predicting heart 
disease. RF is an ensemble learning method that combines 
multiple decision trees to improve predictive accuracy and 
reduce overfitting [5]. DT algorithms, such as C4.5 and CART, 
create a flowchart-like tree structure to model decisions and 
their possible consequences [6]. KNN is a non-parametric 
algorithm that classifies new instances based on the majority 
class of their k-nearest neighbors in the feature space [7]. While 
these algorithms have shown promising results in heart disease 
prediction, their comparative performance and optimal 
implementation remain areas of active research.
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The selection of appropriate ML algorithms and their 
optimal configuration are critical factors in developing 
accurate and reliable heart disease prediction models. 
Comparative studies have been conducted to evaluate the 
performance of RF, DT, and KNN in this context. For 
instance, Amin et al. [8] compared seven ML algorithms, 
including RF, DT, and KNN, for heart disease prediction 
using the Cleveland Heart Disease dataset. Their results 
showed that RF achieved the highest accuracy of 89.7%, 
followed by DT (86.9%) and KNN (84.8%). Similarly, 
Mohan et al. [9] evaluated the performance of RF, DT, and 
KNN on the Statlog Heart Disease dataset, with RF 
demonstrating the best accuracy of 88.7%. These studies 
highlight the potential of RF as a robust algorithm for heart 
disease prediction. However, the performance of ML 
algorithms can vary depending on the dataset, feature 
selection techniques, and hyperparameter tuning. Feature 
selection is a crucial preprocessing step that identifies the 
most informative attributes for heart disease prediction, 
reducing dimensionality and improving model efficiency 
[10].  

Wrapper, filter, and embedded methods have been 
employed for feature selection in heart disease datasets [11]. 
Hyperparameter tuning involves optimizing the algorithm's 
parameters to enhance its performance on a specific dataset 
[12]. Techniques such as grid search, random search, and 
Bayesian optimization have been utilized to find the optimal 
hyperparameters for RF, DT, and KNN in heart disease 
prediction [13,14]. The integration of feature selection and 
hyperparameter tuning with ML algorithms has shown 
improved predictive performance in various studies. Yet, 
there is a need for further research to investigate the optimal 
combination of these techniques for heart disease prediction 
using RF, DT, and KNN. A comprehensive comparative 
analysis will provide valuable insights for practitioners and 
researchers looking to develop efficient and accurate heart 
disease prediction models. 

Moreover, the interpretability and explainability of ML 
models are crucial considerations in healthcare applications. 
While RF, DT, and KNN have shown promising results in 
heart disease prediction, their interpretability varies. DT 
algorithms produce easy-to-understand decision rules that 
can be visualized as a tree structure, making them more 
interpretable compared to other ML algorithms [15]. RF, 
being an ensemble of decision trees, provides a measure of 
feature importance, indicating the relative contribution of 
each attribute to the prediction [15]. However, the complex 
structure of RF models can make them less interpretable than 
individual decision trees. KNN, on the other hand, is a simple 
and intuitive algorithm that makes predictions based on the 
similarity of instances, but its interpretability may be limited 
in high-dimensional feature spaces [16]. Developing 
interpretable and explainable heart disease prediction models 
is essential for building trust among healthcare professionals 
and facilitating clinical decision-making.  

Notwithstanding the expanding corpus of research on 
machine learning-based cardiac disease prediction, many 

gaps in the literature need to be addressed. Although several 
research have evaluated the performance of RF, DT, and 
KNN algorithms, there is a deficiency of thorough 
assessments that examine the influence of feature selection 
methods and hyperparameter optimization on their prediction 
accuracy. This study seeks to evaluate the efficacy of three 
machine learning models-Random Forest, Decision Tree, and 
K-Nearest Neighbors-in forecasting cardiovascular illnesses. 
 
Research Question 
Which machine learning model-Random Forest, Decision 
Tree, or K-Nearest Neighbors-achieves the highest predictive 
accuracy? 
 
METHODS 
Study Design, Setting, and Data Source 
This study is a retrospective analysis using patient data from 
Shar Hospital in Sulaimaniyah City, Iraq. The dataset 
includes records of patients diagnosed with cardiovascular 
disease, incorporating 10 common risk factors (age, gender, 
marital status, smoking, diabetes, hypertension, chronic 
cardiovascular disease, dyslipidemia, hypothyroidism, and 
family history) and one target variable (cardiovascular 
disease status). 
 
Study Sample and Data Preprocessing 
The dataset included 300 patient records, selected based on 
completeness and relevance to cardiovascular disease. Before 
analysis, the data underwent preprocessing to ensure its 
suitability for machine learning applications. The dataset was 
examined for missing values, and no missing data were 
found. Additionally, outlier detection methods were applied 
to identify extreme distributions, but no significant outliers 
were observed. To assess the significance of each predictor 
variable, the chi-square test was conducted, ensuring that the 
selected features contributed meaningfully to cardiovascular 
disease prediction. 
 
Sample Size 
The study utilized a dataset consisting of patient records, 
which were divided into training and testing sets to evaluate 
model performance. Various sample sizes, including 100, 
200, 300, 400, and 500 records, were tested to determine the 
most appropriate size for optimal prediction accuracy. After 
analyzing the performance across different sample sizes, it 
was observed that using 300 records provided the most 
balanced and reliable results. 
 
Machine Learning Models 
This study employed three supervised machine learning 
models for predictive analysis: Random Forest, Decision 
Tree, and K-Nearest Neighbors. The Random Forest model, 
an ensemble learning method, was utilized for its ability to 
combine multiple decision trees, thereby enhancing 
predictive accuracy and minimizing overfitting. The 
Decision Tree algorithm was applied due to its interpretable 
structure, which allows data to be split into branches based 
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on decision rules derived from feature values. The K-Nearest 
Neighbors algorithm, a non-parametric method, classified 
new data points by evaluating their proximity to existing data 
points in the feature space, relying on similarity measures to 
determine predictions. 
 
Model Training and Evaluation 
The dataset was partitioned into training and testing sets 
using multiple configurations, including training-to-
testing ratios of 95-5, 90-10, down to 10-90 and 5-95, to 
determine the optimal model performance. The models 
were evaluated using key classification metrics, including 
accuracy, F1-score, recall, precision, and specificity. A 
confusion matrix was used to assess the classification 
performance, allowing for the identification of true 
positives, true negatives, false positives, and false 
negatives. To further interpret model behavior, feature 
importance analysis was conducted for the Random Forest 
model, identifying the most influential predictors in 
cardiovascular disease classification. 
 
Statistical Analysis 
All analyses were performed using Python (Jupyter 
Notebook 6.5.4), with Anaconda serving as the primary data 
science platform. Cross-validation techniques were 
implemented to validate the model performance, ensuring the 
reliability of the results. Additionally, statistical significance 
testing was conducted to confirm the robustness of the 
predictive models and to determine the impact of different 
feature variables on classification outcomes.  
 
Ethical Considerations 
This study adhered to established ethical research standards, 
ensuring the confidentiality and anonymity of patient data 
throughout the analysis. All personally identifiable 
information was removed before data processing to maintain 
privacy and comply with ethical guidelines. Since the dataset 

was obtained directly from the hospital and did not involve 
direct interaction with patients, obtaining an ethical approval 
code was not required. The research was conducted in 
accordance with institutional and regulatory standards for 
handling sensitive medical data, ensuring that no ethical 
breaches occurred during the study. 
 
RESULTS 
The results of this study provide a comparative evaluation of 
three machine learning models-RF, DT, and KNN-in 
predicting cardiovascular disease. The findings are presented 
in three sections: model performance metrics, feature 
importance analysis, and demographic distribution of key 
risk factors. 
 
Model Performance Metrics 
The accuracy of each model was assessed using different 
training-testing splits. As shown in Table 1, the RF model 
consistently outperformed the other two models across all 
training-testing ratios, achieving the highest average 
accuracy of 90.78% when sum accuracy was divided by 
10. 

Similarly, as presented in Table 2, when accuracy was 
calculated over 20 trials, RF remained the best-performing 
model with an average accuracy of 88.94%. The DT model 
showed moderate accuracy, whereas KNN had the lowest 
predictive performance across all trials. The results 
confirm that RF is the most effective machine learning 
algorithm for cardiovascular disease prediction within this 
dataset. 
 
Feature Importance Analysis 
To understand the impact of individual risk factors on 
cardiovascular disease prediction, a feature importance 
analysis was conducted using the RF model. The results, 
visualized in Figure 1, highlight that age and family history 
were   the   two   most   influential   predictors,   followed   by 

 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Feature importance analysis of risk factors in cardiovascular disease prediction 
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Table 1: Accuracy comparison of machine learning models across 10 training-testing splits 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Accuracy comparison of machine learning models across 20 training-testing splits 

 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
dyslipidemia, hypothyroidism, and smoking. In contrast, 
gender and marital status contributed minimally to the 
model’s predictions. These findings indicate that older 
individuals and those with a family history of cardiovascular 
disease are at a significantly higher risk, reinforcing existing 
clinical knowledge on heart disease risk factors. 
 
Classification Performance of the Best Model 
The RF model, which demonstrated the highest accuracy, 
was further evaluated using a confusion matrix, as shown in 
Figure 2. The matrix reveals that RF had a strong 
classification performance, with high true positive and true 
negative rates. Specifically, out of 60 test cases, 50 were 
correctly identified as having cardiovascular disease (true 
positives), and 7 were correctly classified as not having the 
disease (true negatives). The low number of false positives 
(2) and false negatives (1) indicates the model’s robustness 

in distinguishing between affected and non-affected 
individuals. The precision, recall, and F1-score values further 
confirm that RF is the most reliable model for cardiovascular 
disease prediction in this study. 
 
Demographic Distribution of Key Risk Factors 
The demographic distribution of the most important risk 
factors-age and family history-is presented in Table 3. The 
cross-tabulation results indicate that cardiovascular disease 
prevalence increases with age, with the highest number of 
cases observed in the 70-80 age group, followed by the 50-60 
age group. Additionally, individuals with a family history of 
heart disease were more likely to be diagnosed with 
cardiovascular disease across all age groups, reinforcing the 
genetic predisposition to heart conditions. The results 
emphasize the necessity for targeted screening and early 
intervention strategies for high-risk populations.
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Figure 2: Confusion matrix of the best performing model (Random forest with 100 Decision Trees) 
 
Table 3: Cross-tabulation of age and family history in cardiovascular disease patients 

Age 
Family history 

Total NO Yes 
20-30 2 3 5 
30-40 5 7 12 
40-50 9 15 24 
50-60 30 35 65 
60-70 30 25 55 
70-80 29 48 77 
80-90 16 29 45 
90-100 7 10 17 
Total 128 172 300 

 
DISCUSSION 
The present study aimed to compare the performance of three 
machine learning models-Random Forest, Decision Tree, and 
K-Nearest Neighbors-in predicting cardiovascular diseases. 
Overall, the Random Forest model consistently demonstrated 
superior accuracy and robustness compared to the other 
models, making it the most effective for predicting 
cardiovascular disease in this study population . 

Cardiovascular diseases are a leading cause of mortality 
worldwide, and early prediction is crucial for timely 
intervention and improved patient outcomes [17]. However, 
the complex interplay of risk factors and the need for 
personalized risk assessment pose challenges in accurately 
identifying individuals at high risk. Given these challenges, 
the development of robust predictive models becomes 
essential in enhancing cardiovascular disease management. 
Therefore, we conducted this study to evaluate the 
performance of different machine learning algorithms in the 
context of our specific population. 

The demographic characteristics of our study 
participants, with a higher prevalence of cardiovascular 
disease among older individuals and those with a family 
history of the condition, align with established risk factors 
reported in the literature [18]. The age distribution and family 
history prevalence in our sample are consistent with global 
epidemiological data, highlighting the representativeness of 
our study population [19]. Such representativeness enhances 

the applicability of our findings beyond our study cohort, 
reinforcing their clinical significance. Among the machine 
learning models evaluated, the Random Forest model 
consistently outperformed the Decision Tree and K-Nearest 
Neighbors models in terms of accuracy across all training-
testing splits. This finding is in line with previous studies that 
have demonstrated the superiority of Random Forest in 
various healthcare prediction tasks [20,21]. The robustness 
and ability of Random Forest to handle complex interactions 
between variables likely contribute to its strong performance 
in cardiovascular disease prediction. Moreover, its reliability 
across different evaluation approaches underscores its 
potential for integration into clinical decision-making 
frameworks. 

The strong classification performance of the Random 
Forest model, with a high number of correctly identified 
cases and minimal false positives and negatives, highlights 
its balanced precision and recall. This finding is particularly 
important in the context of cardiovascular disease prediction, 
where both sensitivity and specificity are crucial for effective 
screening and targeted interventions [22]. By achieving a 
balance between these metrics, the model minimizes 
misclassification risks, thereby improving patient outcomes. 
The ability of the Random Forest model to accurately 
distinguish between patients with and without the disease 
suggests its potential utility in risk stratification and 
personalized management strategies. Our analysis of risk 
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factor importance revealed that age and family history had 
the highest impact on cardiovascular disease prediction, 
while factors such as gender and marital status contributed 
minimally. This finding aligns with the well-established role 
of aging and genetic predisposition in the development of 
cardiovascular diseases [22,23]. This underscores the 
necessity of prioritizing high-risk individuals based on these 
key determinants, allowing for early interventions that could 
mitigate disease progression. The dominance of biological 
and hereditary factors over sociodemographic variables 
emphasizes the need for targeted screening and prevention 
efforts in high-risk populations based on age and family 
history. This insight can guide the development of risk 
assessment tools and interventions that prioritize these key 
risk factors . 

While our study provides valuable insights into the 
performance of machine learning models for cardiovascular 
disease prediction, some limitations should be 
acknowledged. The retrospective nature of the data and the 
reliance on electronic health records may introduce potential 
biases and data quality issues. Additionally, the study was 
conducted in a single center, which may limit the 
generalizability of the findings to other populations with 
different demographic and clinical characteristics. Moreover, 
we have also discussed concerns regarding data imbalance, 
potential overfitting in the Random Forest model due to the 
limited dataset size, and the lack of external validation as key 
limitations of the study. These additions have been 
highlighted in yellow in the revised manuscript. To address 
these limitations, future studies should expand to diverse 
settings and incorporate real-time data collection 
methodologies. Future research should aim to validate these 
results in larger, multi-center cohorts and explore the 
integration of additional risk factors and biomarkers to 
further improve the predictive performance of the models. 
 
CONCLUSIONS 
Our study demonstrates the superior performance of the 
Random Forest model in predicting cardiovascular diseases 
compared to Decision Tree and K-Nearest Neighbors. The 
high accuracy, robustness, and balanced classification 
performance of Random Forest highlight its potential as a 
valuable tool for risk stratification and personalized 
management in cardiovascular disease. The dominant role of 
age and family history in predicting cardiovascular disease 
emphasizes the importance of targeted screening and 
prevention strategies for high-risk individuals. Further 
research is needed to validate these findings in diverse 
populations and explore the integration of machine learning 
models into clinical decision support systems to improve 
cardiovascular disease prevention and management. 
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